A new method for identification of an optimal set of time lags based on non-uniform attractor embedding from the observed non-linear time series is proposed in this paper. Simple deterministic method for the determination of non-uniform time lags comprises the pre-processing stage of the time series forecasting algorithm which is implemented in the form of a fuzzy inference system. Identification of embedding parameters of the underlying dynamical system includes not only optimization of time lags but also determination of optimal dimension of the reconstructed phase space. Experiments done with benchmark chaotic time series show that the proposed method can considerably improve the forecasting accuracy. The proposed method seems to be an efficient candidate for prediction of time series with multiple time scales and noise.

1. Introduction

Time series forecasting, especially long-term prediction, is a challenge in many fields of science and engineering. Many techniques exist for time series forecasting. In general, the object of these techniques is to build a model of the process and then use this model on the last values of the time series to extrapolate past behavior into future. Forecasting procedures include different techniques and models. Moving averages techniques, random walks and trend models, exponential smoothing, state space modeling, multi-variate methods, vector autoregressive models, cointegrated and causal models, methods based on neural, fuzzy networks or data mining and rule-based techniques are typical methods used in time series forecasting [1–4]. Although the search for a best time series forecasting method continues, it is agreeable that no single method will outperform all others in all situations.

The object of this paper is to demonstrate that a well established time series forecasting method based on fuzzy networks can be considerably improved if non-uniform sampling of the recent outcomes is used instead of standard uniform sampling (when time lags between the data points are all equal). We use a concept based on attractor embedding to construct a simple and deterministic rule for the selection of a non-uniform vector of time lags.

Attractor embedding is an important step in the process of computation of invariant quantities used to characterize the dynamics of a system represented by a scalar time series [5,6]. But computation of such quantities as Lyapunov spectrum is dependent on techniques used for the attractor reconstruction [7,8]. Time delay and embedding dimension are two factors determining the attractor reconstruction by a delay coordinate method. Embedding dimension determines the dimension of the phase space. One of the classical techniques used for the identification of the optimal embedding dimension is the false nearest neighbor (FNN) method [5]. The quantification of the time delay is usually performed using computational techniques based on the autocorrelation function [9], mutual information [10] or geometric considerations where the optimality is based on the principle of spreading out the attractor in the embedded space [11]. The object of delay selection methods is making components of reconstructed vectors independent as far as possible, yet not too far to keep the information about dynamic properties of the embedded time series.

Standard methods for the selection of the optimal time delay vector produce equal time lags between adjacent coordinates of the multi-dimensional phase space. Such uniform time delay vectors are widely exploited for time series forecasting using fuzzy and neural networks [12–15] (Fig. 1a). Non-uniform attractor embedding when time lags between adjacent coordinates are not necessarily equal can be considered as an alternative to uniform embedding techniques. Schreiber [9] points out that non-uniform embeddings are better for the reconstruction of attractors in a multi-dimensional delay coordinate space when a time series involves several incommensurate
problems are presented in Section 3. Concluding remarks comprise the last section.

2. Selection of the optimal time lag vector for attractor embedding

2.1. Construction of the objective function

Suppose that a scalar time series is given as $x_1, x_2, \ldots, x_N$. Then time delay vectors produced by a non-uniform embedding can be reconstructed as follows ([16]):

$$y_p^{(d)} = (x_p, x_{p+\tau_1}, \ldots, x_{p+\tau_{d-1}+\tau_1}, \ldots, x_{p+\tau_{d-1}+\tau_{d-2}+\tau_1}), \quad p = 1, 2, \ldots, N, \quad d = 1, 2, \ldots, d-1,$$

where $d$ is the embedding dimension; $y_p^{(d)}$ is the $p$-th reconstructed vector with the embedding dimension $d$; $\tau_i \in N$. If the time span between two adjacent points in the scalar time series is $\delta$ (the sampling rate is $1/\delta$), $\delta \sum_{i=1}^{d-1} \tau_i$ is the total embedding window.

2.1.1. Initial considerations—two-dimensional delay coordinate space

We will use geometrical considerations to construct the objective function. The goal is to spread the attractor in the phase space as much as possible. We need to construct an analytical criterion describing the magnitude of the attractor’s spreading in the phase space. We start from a two-dimensional delay coordinate space and investigate a geometrical shape of the attractor produced by a harmonic time series when it is mapped into the phase plane by time delay embedding.

A discrete harmonic time series can be represented as

$$x_s = A \sin(\omega(s-1) + \varphi), \quad s = 1, 2, \ldots, N,$$

where $A$ is the amplitude, $\omega$ is the cyclic frequency and $\varphi$ is the phase of the harmonic function. A pair of function values $x_s$ and $x_{s+r}$ ($r = 1, 2, \ldots, N-t$) is mapped into a point $(x_s, x_{s+r})$ in a phase plane $X_0X_2$, where $t$ is the time lag; $X_1$ and $X_2$ are axes of the delay coordinate plane. Elementary mathematical transformations help to show that a harmonic time series is mapped into an ellipse by two-dimensional time delay embedding; the equation of that ellipse reads

$$X_2 = X_1 \cos(\omega t \delta) + \sqrt{A^2 - X_1^2} \sin(\omega t \delta).$$

It can be noted that main diagonals of the ellipse lie on diagonals $X_2 = X_1$ and $X_2 = -X_1$ due to the symmetry of the harmonic signal. Now, if the embedding window is equal to

$$\tau d = \frac{2\pi}{\omega} (n-1), \quad n = 1, 2, \ldots, \tag{4}$$

the ellipse is compressed into a line segment on the diagonal $X_2 = X_1$. Similarly, when

$$\tau d = \frac{\pi}{\omega} + \frac{2\pi}{\omega} (n-1), \quad n = 1, 2, \ldots, \tag{5}$$

the ellipse is compressed into a line segment on the diagonal $X_2 = -X_1$. Finally, if

$$\tau d = \frac{\pi}{2\omega} + \frac{\pi}{\omega} (n-1), \quad n = 1, 2, \ldots, \tag{6}$$

the harmonic time series is embedded into a circle in the delay coordinate plane.

Now the geometrical shape of the attractor will be exploited for the construction of a parameter quantifying the quality of the embedding.
2.1.2. Definition of the quality of the embedding

We use geometrical considerations for the definition of parameter \( Q_0 \) which characterizes the spreading of the attractor in the embedded space:

\[
Q_1 = \frac{E}{\pi A^2},
\]

where \( E \) is the area of the mapped ellipse in the reconstructed two-dimensional phase space. It is clear that \( 0 \leq Q_1 \leq 1 \). \( Q_1 = 1 \) corresponds to the optimal scenario when the harmonic time series is mapped to a circle. \( Q_1 = 0 \) (the worst scenario) occurs when the ellipse is compressed into a line segment on one of diagonals. Radiiuses of the mapped ellipses \( r_1 \) and \( r_2 \) can be expressed explicitly from Eq. (3):

\[
\begin{align*}
  r_1 &= A \sin(\omega t \delta)/\sqrt{1 - \cos(\omega t \delta)}, \\
  r_2 &= A \sin(\omega t \delta)/\sqrt{1 + \cos(\omega t \delta)}.
\end{align*}
\]

Thus the area of the ellipse is

\[
E = \pi \cdot r_1 r_2 = \pi A^2 |\sin(\omega t \delta)|,
\]

and the quality parameter \( Q_1 \) takes the form

\[
Q_1 = |\sin(\omega t \delta)|.
\]

2.1.3. Multi-dimensional delay coordinate space, uniform embedding

If the dimension of the delay coordinate space is \( d \), there exist \( d(d-1)/2 \) different planar projections of the embedded attractor. If axes of the delay coordinate space are numbered as \( X_i, i = 1, \ldots, d \), then a projection of the harmonic time series will be a planar ellipse in a \( X_i - X_j \) plane, here \( 1 \leq i \leq d; 1 \leq j \leq d; i \neq j \). Uniform embedding yields

\[
\tau = \tau_1 = \cdots = \tau_{d-1}.
\]

We define the parameter of embedding quality for every possible combination of \( i \) and \( j \):

\[
Q_{ij} = |\sin(\omega t \delta - i \tau_0)|.
\]

\( Q_{ij} \) depends on the difference between \( j \) and \( i \); thus the following notations are introduced:

\[
\begin{align*}
  Q_1 &= Q_{ij} |_{j=i+1}, \\
  Q_2 &= Q_{ij} |_{j=i+2}, \\
  &\vdots \\
  Q_{d-1} &= Q_{ij} |_{j=i+d-1}.
\end{align*}
\]

We define the function of embedding quality as the average of parameters of embedding quality in all possible different planar projections:

\[
Q(\tau, \omega) = \frac{2}{d(d-1)} \sum_{k=1}^{d-1} (d-k)Q_k
\]

\[
= \frac{2}{d(d-1)} \sum_{k=1}^{d-1} (d-k)\sin(k\omega t \delta).
\]

It can be noted that those frequencies do not depend on \( d \). Moreover, integral

\[
\begin{align*}
  &\int_{(\pi/(\omega \tau_0))m+1}^{(\pi/(\omega \tau_0))m+1} Q(\tau, \omega) d\omega \\
  &= \frac{2}{d(d-1)} \sum_{k=1}^{d-1} (d-k) \int_{(\pi/(\omega \tau_0)m+1)}^{(\pi/(\omega \tau_0)m+1)} |\sin(k\omega t \delta)| d\omega \\
  &= \frac{2}{\tau_0}, \ m \in N
\end{align*}
\]

is an invariant quantity in respect to \( d \).

2.1.4. Multi-dimensional delay coordinate space, non-uniform embedding

The number of different planar projections in \( d \)-dimensional delay coordinate space is still \( d(d-1)/2 \), but generalizations used in Eq. (14) are no more valid due to the fact that time lags are different. The function of embedding quality now becomes

\[
Q(\tau_1, \ldots, \tau_{d-1}, \omega) = \frac{2}{d(d-1)} \left( \sum_{k=1}^{d-1} |\sin(\omega \delta \tau_i)| \right)
\]

\[
\quad + \sum_{k=1}^{d-2} |\sin(\omega \delta (\tau_i + \tau_{i+1})| + \cdots + |\sin(\omega \delta \sum_{j=1}^{d-1} \tau_j)|
\]

\[
(17)
\]

2.1.5. Definition of the objective function

Every harmonic component of the original time series will be affected by the function of embedding quality when the original time series will be embedded into a \( d \)-dimensional delay coordinate space. Harmonic components with frequencies where \( Q \) is small will be suppressed (in average) in all plane projections of the delay coordinate space. Similarly, harmonic components with frequencies where \( Q \) is high will experience rich representation in the reconstructed phase space. Keeping those considerations in mind we define an objective function \( F \) which characterizes the magnitude of the attractor’s spreading in the embedded space:

\[
F(\tau_1, \ldots, \tau_{d-1}) = \frac{\pi}{2} \int_{0}^{\infty} A(\omega) Q(\tau_1, \ldots, \tau_{d-1}, \omega) d\omega
\]

\[
= \int_{0}^{\infty} A(\omega) d\omega,
\]

where \( A(\omega) \) is Fourier amplitude spectrum of the original time series. We calculate indefinite integrals over the whole frequency range (in practice one should compute definite integrals up to a preset upper frequency bound). The integral of \( A(\omega) \) in the denominator is used in order to normalize the magnitude of the objective function (this integral can be computed once for a concrete time series before the optimization procedure is commenced). A constant \( \pi/2 \) is used in order to make the value of the objective function equal to one when the time series is white noise; detailed explanations are presented in the next section.

2.2. Properties of the objective function

(a) \( F(0, \ldots, 0) = 0 \). That follows from the definition of the function of embedding quality.

(b) \( F(\ldots, \tau_{k_0}, \ldots, \tau_0, \ldots) = F(\ldots, \tau_0, \ldots, \tau_{k_0}, \ldots) \). The objective function is insensitive to the permutation of its arguments. Function \( F \) is constructed as an average area of all possible plane projections in the reconstructed phase space. Clearly, the objective function does not depend from the numeration order of time lags in the time delay vector.

The objective function can be calculated explicitly for certain types of scalar time series.
If \( A(\omega) = L \) ("white noise") where \( L \) is a positive constant and embedding dimension \( d = 2 \), then the function of embedding quality is \( Q(\tau, \omega) = |\sin(\omega \tau)| \).

The area of the first peak of a function \( A(\omega)Q(\tau, \omega) \) can be calculated explicitly:

\[
S_1 = \int_0^{\pi/\delta} L \sin(\omega \tau) d\omega = \frac{2L}{\tau}. \tag{19}
\]

Then,

\[
F(\tau) = \lim_{\delta \to 0} \frac{\pi}{2} \lim_{\delta \to 0} \frac{1}{\pi/\delta} \int_0^{\pi/\delta} L |\sin(\omega \tau)| d\omega = \lim_{\delta \to 0} \frac{nS_1 \delta}{\pi nL} = 1 \tag{20}
\]

for all \( \tau \geq 1 \). Thus the objective function does not depend from the time lag if the scalar time series represents white noise data—the shape of the embedded attractor is the same at any time lag. (d) Analogously, when \( A(\omega) = L; \ d \geq 2 \) and \( \tau_1 = \cdots = \tau_{d-1} = \tau \)(uniform embedding):

\[
F(\tau, \cdots, \tau) = \frac{\pi}{2} \sum_{k=1}^{d-1} \frac{2(2d-k)2}{(d-1)\pi} = 1. \tag{21}
\]

Here the indefinite integral in Eq. (21) is calculated using the same principle as in Eq. (20). Similar result holds also for non-uniform embedding:

\[
F(\tau_1, \cdots, \tau_{d-1}) = \frac{2}{(d-1)!} \frac{1}{L \cdot \delta} \int_0^{\pi/\delta} L |\sin(\omega \tau)| d\omega \]

\[
\times \left( \frac{1}{1} \int_0^{\pi/\delta} L |\sin(\omega \tau_1)| d\omega + \cdots + \int_0^{\pi/\delta} L |\sin(\omega \tau_{d-1})| d\omega \right)
\]

\[
= \frac{2}{(d-1)!} \frac{1}{L \cdot \delta} \int_0^{\pi/\delta} L |\sin(\omega \tau)| d\omega = 1. \tag{22}
\]

Each indefinite integral in Eq. (22) is calculated separately applying the technique described by Eq. (20) (of course \( \tau \) must be replaced there by an appropriate compound time lag).

It can be mentioned that a scalar time series with uniform distribution in interval \([a,b]\) will be mapped into a \(d\)-dimensional hyper-cube. The density of the embedded points in any location inside the hyper-cube is constant and does not depend on time lags.

(e) \( A(\omega) \) is delta function; \( d = 2 \). It is understood that

\[
A(\omega) = \delta(\omega \theta) = \begin{cases} 
\infty, & \text{when } \omega = \omega_0 \\
0, & \text{elsewhere} 
\end{cases} \quad \text{and } \int_0^\infty \delta(\omega \theta) d\omega = 1.
\]

Then,

\[
F(\tau) = \frac{\pi}{2} Q(\tau, \omega_0). \tag{23}
\]

3. Experiments

The developed computational technique for the determination of the optimal set of time lags is applied in time series forecasting techniques based on non-uniform embedding and is demonstrated for two chaotic time series generated by Mackey–Glass and Rössler chaotic maps and one experimental time series describing daily brightness of a variable star on 600 successive midnights [17]. First we determine the optimal set of time lags for each time series and then use Matlab-based adaptive network-based fuzzy inference system (ANFIS) to predict these time series.

In general, fuzzy inference systems employing fuzzy if–then rules can model qualitative aspects of human knowledge and reasoning processes without employing precise quantitative analyses. Basically, a fuzzy inference system is composed of five functional blocks: a rule base containing a number of fuzzy if–then rules; a database which defines the membership functions of the fuzzy sets used in the fuzzy rules; a fuzzy reasoning unit which performs the inference operations on the rules; a fuzzification interface which transforms the crisp inputs into degrees of match with linguistic variables and a defuzzification interface which transforms the fuzzy results of the inference into a crisp output [14,15,18].

3.1. Application to Mackey–Glass time series

Chaotic Mackey–Glass delay differential equation is a paradigm problem that has been used and reported by a number of researchers for comparing the learning and generalization ability of different models [18–20]. The Mackey–Glass delay differential equation reads

\[
\frac{dx(t)}{dt} = \frac{ax(t - \tau) - bx(t)}{1 + x(t - \tau)^c}, \tag{24}
\]

where \( a, b \) and \( c \) are constants; \( t \) is time. At \( a = 0.2, b = 0.1 \) and \( c = 17 \), Mackey–Glass equation generates a chaotic time series.

3.1.1. Case 1

In order to make comparisons, first we use uniform embedding to predict the time series. Initially we use a benchmark example from Matlab Fuzzy Logic toolbox. We predict \( x(t+6) \) from past values of this time series, that is, \( x(t-18), x(t-12), x(t-6) \) and \( x(t) \). In other words, the embedding dimension is \( d = 5 \) and the uniform time lag is \( \tau = 6 \) (Fig. 1a).

We construct 1000 data vectors of the above format from \( t = 119 \) to 1118; the first 500 are used for ANFIS training while the others are used for checking the accuracy of prediction.

We do not plot the original and the predicted time series. Instead we calculate prediction errors and plot them in Fig. 2. Similar approach will be also used in the following sections. The basic structure of computations can be illustrated by the following steps. The first step is the identification of the set of time lags.
Next is the adaptation of ANFIS. Time lags between channels (input and output) must correspond to the set of time lags identified in the previous step (Fig. 1). Moreover, the number of ANFIS channels must be changed if the embedding dimension has changed in the process of the identification of the optimal set of time lags. As mentioned previously, ANFIS is a standard object in Matlab fuzzy logic toolbox and interested readers are referred to the documentation of the toolbox where all technical aspects are discussed in detail. Finally, the time series can be predicted when the adaptation of ANFIS to the optimal set of time lags is done.

3.1.2. Case 2

We continue with Mackey–Glass equation, use uniform embedding and keep $d = 5$. But now we determine the optimal uniform time lag using the developed objective function in Eq. (18). It appears that the optimal time lag is $t = 5$ (Fig. 3); $F(5, 5, 5) = 1.1249$ (while $F(6, 6, 6)$ is only 1.1098). That is a definite indication that the attractor is more spread in the phase space at $t = 5$ compared to $t = 6$. One can observe several local maximums in Fig. 3, but we are interested in a global maximum in a bounded interval $0 \leq t \leq 30$. By the way, we do not calculate $F(0, 0, 0, 0)$; it is equal to zero for any time series (property (a); Section 2.2).

We predict $x(t+5)$ from past values $x(t-15), x(t-10), x(t-5)$ and $x(t)$. We again construct 1000 data vectors from $t = 116$ to 1115, use the first 500 ones for training, while the others for determining the accuracy of prediction. Prediction errors are presented in Fig. 4. It is clear that the quality of the predicted time series has improved—prediction errors have decreased more than 10 times compared to the benchmark example in Fig. 2 (Table 1).

3.1.3. Case 3

We still continue with Mackey–Glass equation and exploit uniform embedding. But now we use classical FNN algorithm [21] to determine the optimal embedding dimension first, which is determined to be $d = 6$. Again we need to determine the optimal uniform time lag. Optimization of $F(t, t, t, t, t, t)$ produces $t = 9$ (Fig. 5); $F(9, 9, 9, 9, 9) = 1.0990$. It must be noted that one should not compare values of the objective function $F$ for different embedding dimensions because functions of embedding quality are different then. Now this value is lower if compared to $F(5, 5, 5, 5)$ (and even $F(6, 6, 6, 6)$) from Case 2, but nevertheless, it is the best value so far for $d = 6$. Again, there are several local maximums and one clearly expressed minimum at $t = 25$, but we are interested in the global maximum in a bounded interval $0 \leq t \leq 30$ (what corresponds to maximum spreading of the attractor in the phase space).

The structure of the ANFIS fuzzy logic network must be modified before we can start predicting the Mackey–Glass time series; the number of inputs is greater by one if compared to the previous case (Fig. 1a). We will predict $x(t+9)$ from past values $x(t-36), x(t-27), x(t-18), x(t-9)$ and $x(t)$. Training and checking procedures are repeated; ANFIS prediction errors are presented in Fig. 6. In average, prediction errors have decreased three times compared to Fig. 4 (Table 1).

3.1.4. Case 4

We continue with Mackey–Glass equation, but now the embedding is non-uniform. We have already determined that

![Fig. 3. Optimization of the objective function for Mackey–Glass time series. Uniform embedding; the embedding dimension is 5. Function values $F(t, t, t, t)$ are plotted for $0 \leq t \leq 30$. The maximum function value is reached at $t = 5$; $F(5, 5, 5, 5) = 1.1249$.](image)

![Fig. 4. ANFIS prediction errors for Mackey–Glass time series; the embedding dimension is 5; the set of time lags is (5,5,5,5).](image)

<table>
<thead>
<tr>
<th>Embedding method</th>
<th>Section no.</th>
<th>The embedding dimension $d$</th>
<th>The set of time lags $F(t_1...t_{d-1})$</th>
<th>$F(t_3...t_{d-1})$</th>
<th>Standard deviation of prediction errors $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>3.1.1</td>
<td>5</td>
<td>(6,6,6)</td>
<td>1.1098</td>
<td>2.5125E–03</td>
</tr>
<tr>
<td>Uniform</td>
<td>3.1.2</td>
<td>5</td>
<td>(5,5,5,5)</td>
<td>1.1249</td>
<td>1.3112E–03</td>
</tr>
<tr>
<td>Uniform</td>
<td>3.1.3</td>
<td>6</td>
<td>(9,9,9,9)</td>
<td>1.0990</td>
<td>7.2862E–04</td>
</tr>
<tr>
<td>Non-uniform</td>
<td>3.1.4</td>
<td>6</td>
<td>(6,5,5,5,5)</td>
<td>1.1026</td>
<td>5.0686E–04</td>
</tr>
</tbody>
</table>
the optimal embedding dimension for this time series is $d = 6$. Now we need to determine the optimal set of time lags $\{t_i\}, i = 1\ldots 5$. Full sorting yields such a set of optimal time lags: \{6,5,5,5,5\}; $F(6,5,5,5,5) = 1.1026$. Unfortunately, we cannot plot a figure of the objective function because it is not feasible to visualize a $d$-dimensional space.

But one should pay attention to property (b) of the objective function (Section 2) before the training and checking procedures are commenced. The objective function is insensitive to permutation of its arguments, but data vectors constructed using non-uniform time lags are definitely sensitive to permutation (Eq. (1)). Thus the selection of the optimal numerated set of time lags is subject to additional optimization. All different permutations of the set $\{t_i\}$ must be tested before the best forecasting strategy is declared. In our case we have five different options: \{6,5,5,5,5\}; \{5,6,5,5,5\}; \{5,5,6,5,5\} and \{5,5,5,6,5\}. It appears, that the first variant is the best, when we predict $x(t+5)$ from past values $x(t-21), x(t-15), x(t-10), x(t-5)$ and $x(t)$. ANFIS prediction errors are presented in Fig. 7. It can be noted that maximum difference between the original and the predicted time series in Figs. 7 and 6 are almost the same but standard deviations of errors are smaller: $\sigma = 7.2862 \times 10^{-4}$ for errors in Fig. 6 and $\sigma = 5.0686 \times 10^{-4}$ for errors in Fig. 7 (Table 1).

As mentioned earlier, full sorting of all possible permutations of the optimal set of time lags is a necessary step before the final forecasting strategy can be selected. This is an inherent feature of the proposed concept. The objective function (Eq. (18)) represents the spreading of the attractor in a multi-dimensional phase space, but it does not discriminate between concrete projections of the attractor. The objective function gives a strict analytical evaluation of the attractor’s spreading; on the other hand associated computations are simple and effective. Computation of the optimal set of time lags can be even more effective if one keeps in mind that permutation of the same set of time lags has no effect to the value of the objective function. If all time lags are bounded in interval $1 \leq t_i \leq R$; $i = 1\ldots d$–1, then the total number of different sets of time lags is $R^{d-1}$. But if one considers the insensitivity to permutations, the number of different sets becomes only $(R + d - 2)!/(d - 1)!/(R - 1)!$.

The spreading of the embedded attractor does not change when time lags are permuted. But delay vectors $y^{(d)}$ are different for different permutations. Thus all possible permutations need to be tested with ANSYS after the optimal set of time lags is identified. That guarantees the best possible result so far as the geometric concept is merged with ANSYS technology.

In general, the selection of the best set of time lags comprises two steps. The first one is optimization of the objective function. The second one is full sort of permutations of the optimal set of time lags. The second step is unavoidable, but the first step can be simplified if only approximate solutions are satisfactory (especially when $d$ and $R$ are very large). Then the recommendation would be to apply uniform embedding first (what would produce a lower bound for the value of the objective function). Then approximate discrete optimization techniques (for example genetic algorithms) can be used to produce a better set of time lags.
3.2. Application to Rössler time series

Rössler chaotic map is one of the paradigm problems thoroughly explored in non-linear dynamics [22]. Rössler system comprises three ordinary differential equations:

\[
\begin{align*}
\frac{dx}{dt} &= -y - z, \\
\frac{dy}{dt} &= x + ay, \\
\frac{dz}{dt} &= b + z(x - c),
\end{align*}
\]

(25)

where \(x\), \(y\) and \(z\) are state variables; \(t\) is time; \(a\), \(b\) and \(c\) are control parameters. The traditional bifurcation diagram for Rössler attractor is created by varying \(c\) with \(a = b = 0.1\) [23]. This bifurcation diagram reveals that the attractor is periodic at low values of \(c\), but quickly becomes chaotic as \(c\) increases. In the recent years Rössler attractor has experienced lots of attention from biomedical community [24,25]. Rössler map is well suited for characterization of different biological rhythms, especially neuron oscillations. We will test attractor non-uniform embedding based techniques to forecast chaotic Rössler attractor.

3.2.1. Case I

We select a post-transient Rössler attractor at \(a = b = 0.1\) and \(c = 20\). We use time marching techniques with constant time step 0.02 to construct a numerical solution of Eq. (25). Next, we select every twelfth data point from the numerical solution and construct a new data series which will be used for forecasting (what results into time step \(\delta = 0.24\)). Such an artificial shortening of the data series changes the time scale preserving the original accuracy of integration.

Initially we use uniform attractor embedding based forecasting techniques. We need to determine the embedding dimension first.

![Fig. 8. Optimization of the objective function for Rössler time series. Uniform embedding; the embedding dimension is 6. Function values \(F(t, t, t, t, t)\) are plotted for \(0 \leq t \leq 20\). The maximum function value is reached at \(t = 5\); \(F(5,5,5,5,5) = 1.0760\).](image)

![Fig. 9. ANFIS relative prediction errors for Rössler time series. The embedding dimension is 6; the set of time lags is \(\{5,5,5,5,5\}\).](image)

![Fig. 10. ANFIS relative prediction errors for Rössler time series. The embedding dimension is 6; the set of time lags is \(\{4,6,4,3,3\}\).](image)

![Fig. 11. A comparison between the original Rössler time series and time series predicted by forecasting techniques based on uniform and non-uniform embeddings. Predictions based on uniform embedding overestimate the time series at its local maximums. Non-uniform embedding produces predictions not separable from the original time series by a naked eye.](image)
FNN algorithm suggests that \( d = 6 \). Now, the optimal time lag is determined by optimizing the objective function (Fig. 8). Though there exist several local maxima (and some of them look almost equally high by a naked eye) but the global maximum is at \( \tau = 5; F(5, 5, 5, 5, 5) = 1.0760 \) (Fig. 8). We predict \( x(t+5) \) from past values \( x(t-20), x(t-15), x(t-10), x(t-5) \) and \( x(t) \). We construct 1000 data vectors from \( t = 252.80 \) to 492.56, use the first 500 ones for training, while the others for determining the accuracy of the prediction. Relative prediction errors are presented in Fig. 9; the standard deviation of these errors is 0.4928.

3.2.2. Case 2

We keep the same embedding dimension, but choose non-uniform embedding. Full sorting yields such a set of optimal time lags: \( \{6,4,4,3,3\}; F(6,4,4,3,3) = 1.0823 \). Such a set of optimal time lags produces 30 different permutations, all of which must be individually tested for the quality of forecasting. The best choice appears to be \( \{4,6,4,3,3\} \). We predict \( x(t+3) \) from past values \( x(t-17), x(t-13), x(t-7), x(t-3) \) and \( x(t) \). We again construct 1000 data vectors from \( t = 252.08 \) to 491.84, use the first 500 ones for training, while the others for determining the accuracy of prediction. Relative prediction errors are presented in Fig. 10; the standard deviation of the errors is 0.3901.

In order to visualize the difference between the forecasting techniques based on uniform and non-uniform embeddings we plot the numerical solution of the Rössler system (the original time series) together with predicted time series in Fig. 11. It can be seen that forecasting techniques based on uniform embedding overestimate values of the time series at points of its local extremes. One cannot see any differences between the original time series and the time series predicted by forecasting techniques based on non-uniform embedding by a naked eye at the scale used in Fig. 11.

3.3. Application to a real world time series

As mentioned earlier, we will use the developed technique to predict a real world time series describing the daily brightness of a variable star on 600 successive midnights [17]. We need to determine the embedding dimension of the time series first. FNN algorithm suggests that \( d = 6 \). The optimal set of time lags for uniform embedding is determined to be \( \{4,4,4,4,4\} \); \( F = (4,4,4,4,4) = 1.0719 \); the standard deviation of relative prediction errors by ANFIS is 0.0125.

We continue with non-uniform embedding. Full sorting yields such a set of optimal time lags: \( \{5,4,4,4,4\}; F = (5,4,4,4,4) = 1.0747 \). All different permutations of this set produce five different options: \( \{5,4,4,4,4\}; \{4,5,4,4,4\}; \{4,4,5,4,4\}; \{4,4,4,5,4\} \) and \( \{4,4,4,4,5\} \) which are tested individually. It appears, that the third variant is the best, when we predict \( x(t+4) \) from the past values \( x(t-17), x(t-13), x(t-9), x(t-4) \) and \( x(t) \). From \( t = 22 \) to 581, we construct 560 data vectors \( y_p^{(d)} \), use the first 280 ones for training, while the others for determining the accuracy of the prediction. The original time series, the predicted time series and relative prediction errors are presented in Fig. 12; standard deviation of relative errors is 0.0111. This is another good example illustrating the value of non-uniform embedding for time series prediction by fuzzy inference systems.

4. Conclusions

The object of this paper is to show that ANFIS-based time series forecasting techniques can be considerably improved if non-uniform attractor embedding is used to identify the optimal set of time lags. A simple deterministic algorithm is proposed for the selection of non-uniform time lags and comprises the pre-processing stage of the forecasting algorithm which is implemented in the form of a fuzzy inference system. Such an approach has many advantages over existing forecasting techniques in terms of the prediction accuracy. It is well applicable even for time series with multiple time scales when the state of the system changes in time and variable embedding is necessary to provide optimal system’s description in the reconstructed phase space. Fuzzy networks do not require long time series for training (compared to neural networks); therefore, the presented method could be effectively used for forecasting systems with dynamically changing parameters, what is the object of future research.

Fig. 12. ANFIS prediction of the daily brightness of a variable star: \( x(t) \)—a real world time series; ANFIS output—predictions using non-uniform embedding. The embedding dimension is 6; the set of time lags is \( \{4,4,5,4,4\} \).
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